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Advanced Statistical Matrices for Texture
Characterization: Application to Cell Classification
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Abstract—This paper presents new structural statistical ma-
trices which are gray level Size Zone Matrix (SZM) texture
descriptor variants. The SZM is based on the co-occurrences
of size/intensity of each flat zone (connected pixels with the same
gray level). The first improvement increases the information pro-
cessed by merging multiple gray levels quantizations and reduces
the required parameters number. New improved descriptors were
especially designed for supervised cell texture classification. They
are illustrated thanks to two different databases built from
quantitative cell biology. The second alternative characterizes
the DNA organization during the mitosis, according to zone
intensities radial distribution. The third variant is a matrix
structure generalization for the fibrous textures analysis, by
changing the intensity/size pair into the length/orientation pair
of each region.

Index Terms—Texture Characterization and Classification,
Structural Statistical Matrices, Gray level Size Zone Matrix
(SZM), Quantitative Cytology.

I. INTRODUCTION

PARALLEL cells growing in multi-well plates current
technologies (or in other supports as cell on chip)

and fluorescent labeling of targeted proteins (antibodies
immuno-fluorescence, GFP-tagged proteins), are coupled
together for automated microscopy image capture and
subsequent cell image analysis. All this is essential for
new cellular biology mechanisms discovery (i.e., using
siRNA), new pharmaceuticals (i.e., potential active molecules
mass screening) or for new diagnostic/prognostic tests
development, and also toxicology tests (i.e., different
concentration compounds assessments). The more cells are
acquired, the more accurate analysis is performed. Currently,
most of these processes are manual, time consuming and
involving results variability according to experts (inter-
observer variability).
Cell classification is a pattern recognition classical task [1],
[2], but the key point for such a cell classification system is to
achieve a high robust throughput system which will be able
to automatically analyze thousands of cell images without
any manual interaction [3]. Texture characterization and
classification are traditionally one of the useful techniques to
describe cell features.

Methods presented in this paper were designed to
efficiently characterize various significant cells and nuclei
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aspects. They allow to describe either the different mitosis
phases which are relevant to facilitate the oncology molecule
active effect analysis, as the various cells pattern, and are
fundamental to search antibodies in the patient serum,
or to reveal autoimmune diseases. More precisely, this
paper aim is to present several new alternative bivariate
statistical texture representations, as extended and completed
preliminary works versions presented in [4] and [5]. The
first descriptor, discussed in Section IV, is a gray level Size
Zone Matrix (SZM) multi-scale extension, which merges
various gray levels quantizations and which avoids selecting
an “optimal” quantization. As we empirically prove in the
paper, this new descriptor improves texture homogeneity
characterization. SZM and the new multi-scale extension
are particularly efficient to characterize homogeneity. Then
two other versions are introduced to characterize other
texture types. The second alternative suggested in Section
V, takes into account zone intensities radial distribution for
DNA characterization. The third variant, studied in Section
VI is a matrix structure generalization allowing fibrous
textures analysis, by changing the intensity/size pair into
length/orientation pair. It is particularly used in order to
characterize microtubule network. These new and improved
descriptors interests are illustrated all along this paper for
texture classification problems arising from quantitative
cell biology. Indeed the present paper includes a more
rigorous presentation of our descriptors than [4], as well
as a more systematic study of their performances for cell
classification, including comparative evaluation with other
statistical matrix-based texture descriptors. Results obtained
using the different databases are presented in Section VII.
This paper is also completed with material background. On
one hand, the Section II summarizes supervised classification
algorithms used in our experiments. On the other hand, the
Section III provides a state-of-the-art on previous statistical
matrices particularly relevant for cell classification.

Two datasets were used to illustrate our texture descriptors
performances. The first cell dataset was provided by the ICPR
2012 HEp-2 Cells Classification contest [6]. Cell images
were acquired by Indirect ImmunoFluorescence (IFF), using
a fluorescence microscope (40-fold magnification), coupled
with a 50W mercury vapor lamp and with a digital camera
CCD (SLIM system by Das srl), with 6.45µm square pixel.
It contains 1457 cells divided into 6 classes:

• Centromere (388), several discrete speckles distributed
throughout the interphase nuclei and characteristically
found in the mitosis condensed nuclear chromatin as a0000–0000/00$00.00 c© 2007 IEEE
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bar of closely associated speckles.
• Coarse (239) or fine (225) speckled, granular nuclear

staining of the interphase cell nuclei.
• Cytoplasmic (128), fine fluorescent fibers running the

length of the cell.
• Homogeneous (345), diffuse both nuclei interphase and

mitotic cells chromatin staining.
• Nucleolar (257), large coarse speckled staining within

the nucleus, less than six in number per cell.
The second cell dataset is part of the RAMIS project1. It is

composed of thousands 2D z-stacks images, acquired by a Ax-
ioImagerZ1 epifluorescent confocal microscope with 63X ob-
jective N.A. 1.4 and 12 bits Hamamastu CCD camera, driven
by Visilog software. The cell image pre-processing involves
the following steps: (i) a z-stacks projection for extended-
depth-of-focus 2D images; (ii) an image normalization for
an uneven illumination correction [7]; (iii) a microtubule
network enhancement (see section VI) and; (iv) an individual
cell segmentation, including a nuclei/cytoplasm separation. A
selection of 300 individual cells composes this dataset, where
each cell was completely annotated by experts (approximately
50 features per cell), including typical annotations on: DNA
homogeneity, DNA quantization, microtubule network organi-
zation, etc.

(a) (b)

(c) (d)

(e) (f)
Fig. 1. Examples of typical cells for each category of ICPR’12 cell
classification contest: (a) centromeres, (b) coarse speckle, (c) cytoplasmic,
(d) fine speckle, (e) homogeneous and (f) nucleolar.

II. CLASSIFICATION

The classification aim is to attribute classes (sometimes
just one) to each studied object. In this study we take benefit

1http://www.adcis.net/fr/Applications/Projets-De-Recherche-Et-
Développement/RAMIS-Sélection-De-Molécules-Innovantes-Inhibant-La-
Division-Cellulaire.html

of biologists knowledge who specified the classes, which
are important clues in mitosis phases cell classification and
cells pattern. We can therefore take advantage of supervised
methods to design the classifiers. Such a classifier is usually
built using a learning method, and generalization is achieved
thanks to cross-validation. With this objective, datasets
are separated into two groups: a training sample and a
validation sample. The classifier must have comparable
performance levels through training and validation. But prior
to the classification phase, it is necessary to construct a
characteristics vector describing the data. The vector must
be relevant to allow an accurate classification and prediction.
The major risk in providing the classifier too many
characteristics is over-fitting. The greater the characteristic
vector dimension, the greater the model flexibility and
the better the classification, but the poorer the model’s
performance for a data set not used during the training. Then
each model must systematically be validated and the best
classification with the validation sample identified. In this
paper, the validation is done following the K-Fold Cross
Validation [8]–[10] or if necessary with the Leave-One-Out
protocol [8], [11] (a k-fold validation with k equals to the
working set size) because of the working set small size.

In our paper we consider three of the most popular and
efficient classification methods, which are formalized through
different machine learning paradigms:

• The Logistic Regression (LR) [12]–[14] is a linear model
particularly well adapted to classification problems with
two classes: P = P (Y/~x) = ef(~x)

1+ef(~x) with ~x =
(x1, . . . xn) being the input data characteristic vector,
f(~x) =

∑
i αixi and P (Y/~x) the conditional probability

P of the variable ~x to belong to the class Y . To esti-
mate the model coefficients αi, the maximum likelihood
method is often used, which maximizes the probability
of obtaining values observed on the learning sample. It
consists in finding parameters optimizing the likelihood
function. Logistic regression is preferred to discriminate
analysis [15] because of its variables fewer restrictions
and its results easier interpretation.

• The Random Forests (RF) [16] is a non-linear classifica-
tion technique based on the use of Classification And
Regression Trees (CART) [17]. It is one of the most
recent developments in the randomized decision trees
aggregation research. It synthesizes approaches developed
in [18] and [19].

• The Neural networks [20] (NN) is a non-linear technique
where training consists in minimizing the average squared
error associated cost using a gradient descent (back-
propagation on multilayer perceptrons).

We have access to cells sets labeled by experts, but with
imbalanced data sets, specially when there is more than two
classes per problem. In order to simplify the characteristic
space boundary decision determination, we use a one class
classifier technique: the treated class against all the others
merged in a single one. Therefore one classifier per class is
built, and results are significantly improved. However, in this
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case, the imbalanced data set problem is amplified. Thus, we
implement an over-sizing protocol (or over-sampling) [21]:
we multiply the minority class in order to obtain two balanced
classes. Please note that other techniques are available to
deal with imbalance data. It is possible to implement under-
sampling [22]: random or directed instances suppression in
the majority class until the sets are balanced. However it
is not recommended for a small data set. Other techniques
based on asymmetric entropy measure [23] or the use of an
auto-associator neural network [24] could also be used as well.

In order to validate our results, we systematically compute
each model confidence interval (CI) and probability. The
confidence interval contains 95% of results provided by a
model, because it could occur some significant result variance
due to the data repartition in learning and training sets. The
model probability is the probability to obtain a similar result if
predictions are randomly chosen. It is computed by a random
class mix of each data in the learning set. These probabilities
will be systematically lower than 0.0001, due to the proposed
algorithms relevance and efficiency.

III. PREVIOUS WORKS ON STATISTICAL MATRICES

Statistical matrices were extensively used for texture char-
acterization. The most famous one is the gray level Co-
Occurrence Matrix (COM), coupled with Haralick’s features
[25]. The COM represents the texture by second order statis-
tics: distribution of co-occurring values at a given offset. The
more offsets used, the more information quantity extracted.
This is the main approach drawback, but this method is still
a reference in cell texture classification issues [26]–[28].
Another classical technique is the gray level Run Length
Matrix (RLM) [29], extensively developed for texture classifi-
cation [30], [31]. The RLM extracts statistical higher order
features: the matrix element p(i, j|θ) gives the intensity i
and length j total runs number (i.e., collinear pixels with
same intensity in the same direction θ). This method is
particularly efficient for periodic textures and completes the
COM informations. Typical features extracted in RLM are
moments of order −2 to 2.
Others statistical matrices were proposed in the state-of-the-
art, such as the Gray Level Difference Histogram (GLDH) [32]
and the Gray Level Sum Histogram (GLSH) [33], however
these methods extract less information and deserved less
interest for real applications in quantitative cytology.

IV. MULTIPLE GRAY LEVEL SIZE ZONE MATRIX

Let f :

{
E → T
x 7→ f(x)

be a gray-levels image, where E ⊂

Z2 is the pixels space support and the image intensities are dis-
crete values which range in a closed set T = {t1, t2, ..., tN},
∆t = ti+1 − ti, e.g., for an 8 bits image we have t1 = 1,
N = 256 and ∆t = 1. Let us also assume that the image
f is segmented into its J flat zones Rj [f ] (i.e., connected
regions of constant value): E = ∪Jj=1Rj [f ], ∩Jj=1Rj [f ] = ∅.
The size (surface area) of each region is s(j) = |Rj [f ]| (|.|
is the cardinal). Hence, we consider that each zone Rj [f ] has
associated a constant gray-level intensity.

A. Reminder on gray level Size Zone Matrix (SZM)

Our starting point is the gray level Size Zone Matrix original
notion, based on each flat zone (connected pixels with the
same gray level) size/intensity co-occurrences. It was recently
introduced in [4], [34] as an alternative to the jointed gray
level-run length distribution.
The texture image f SZM, denoted GSf , provides a statistical
representation by the estimation of a bivariate conditional
probability density function of the image distribution values.
It is calculated following the pioneering RLM principle: the
GSNf (sn, gm) matrix value is equal to the size sn and gray
level gm total zones number, after reduction of f to N gray
levels. The resulting matrix has a fixed rows number equals
to N (so matrix height), and a dynamic columns number (so
matrix width), determined as the largest zone size as well as
the quantization size.
The image gray levels (resp. sizes) number can be reduced
by a function (generally linear, but also Log, Square Root,
etc. according to the problem under investigation) in order to
improve the result efficiency and stability. Indeed, two zones
of gray level (resp. size) gm and gn = gm + 1 (resp. sn and
sm = sn + 1 are they really different?
Thanks to this design, the more homogeneous the texture
(large flat zones with closed gray levels), the wider and flatter
the matrix. Upon this statistical and matrix representation,
we can calculate all GSf second-order moments as compact
texture features [30] and two more features which are specific
weighted variances [34]. Figure 2 shows an example of such
a matrix calculation.

1 2 3 4

1 3 4 4

3 2 2 2

4 1 4 1

Level
gm

Size zone, sn
1 2 3

1
2
3
4

2 1 0
1 0 1
0 0 1
2 0 1

(a) (b)

Fig. 2. SZM filling example for a 4 × 4 image texture dimensions with 4
gray levels and using 8-connexity.

This matrix does not require a several directions computa-
tion, contrary to RLM and COM; however it requires a flat
zone labeling which is time consuming. The connectivity type
used for labeling modifies the matrix, but our experiments do
not show classification performance impact. The RLM and
COM are appropriated for periodic textures whereas the SZM
is typically adapted to describe non periodic heterogeneous
textures. In addition, due to the intrinsic segmentation, texture
description in SZM is more regional than the COM point-wise-
based representation. However, it was empirically shown [4]
(see tables 5 and 7, and proved in the past for other databases)
that the gray level quantization degree still has an important
impact on the texture classification performance. For a general
application it is usually required to test several gray level
and width quantizations in order to find the optimal one with
respect to a training dataset.
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B. Multiple gray levels quantization of SZM

Instead of optimizing the gray levels number N , we propose
to construct a multiple scheme with various matrices and
then to combine them into a single matrix. The multiple
gray level Size Zone Matrix (MSZM) principle, for a 8 bits
image, consists in calculating 8 SZM for 8 different gray
levels quantizations: Nk = 2k, k = 1, 2, ..., 8, and merge the
resulting matrices with a weighted average (which avoids to
multiply the matrices number and thus characteristics, and then
provides simpler classifiers):

G̃Sf (sn, gm) =

8∑
k=1

wkGSNk

f (sn, gm)

where GSNk

f is calculated from T quantized in Nk gray
levels. Weights distribution in MSZM is given by a Gaussian
function (so

∑
k wk = 1) centered between N4 = 16 and

N5 = 32 gray levels: this distribution penalizes gray levels
number extreme values because low levels contain limited
structural information and high levels are sensitive to noise.
By the way, the weights could be automatically learnt or
adapted a priori for a specific application. For example, wk

can be equal to GSNk classification rate: for each Nk gray
level quantization, GSNk performances are evaluated among
the whole dataset and then used as weights. Results are then
strongly improved, but it is more time consuming. For Nk

values, GSNk

f matrices have different dimensions. Even if
we consider that the regions size is quantized with the same
intervals (same number of columns), the number of rows is
equal to Nk. To solve this drawback, we propose to replicate
each of the Nk rows in order to finally obtain 256 rows.

The different gray-levels quantization can also be inter-
preted as a segmentation into λ-flat zones [35], where the value
of λ is associated to the corresponding ∆t = 256/Nk. From
a computational viewpoint, the multiple SZM G̃Sf requires
to fill 8 individual SZM, but it is generally more efficient for
texture classification (see application Section VII).

V. GRAY LEVEL DISTANCE-TO-BORDER ZONE MATRIX

Texture in natural objects is often non stationary in space;
for instance, the texture can radially vary with respect to the
object center or border. For instance, we have to characterize
the cell nuclei DNA organization (i.e., chromatin texture), see
Fig. 7. More precisely, the “DNA quantity” is represented by
the pixel intensity: the higher the pixel gray level, the higher
the DNA quantity (this is one of the reasons why we previously
corrected the uneven illumination). Observing the examples,
the DNA distribution is not stationary and, for some classes,
it is usually further to the nuclei border (according to the
skeleton, see Fig. 7 d).
By design, the COM, RLM and SZM are not able to char-
acterize such a distribution, due to the pixel texture spacial
localization absence. Then, in order to characterize such radial
textures, we propose a descriptor named gray level Distance-
to-border Zone Matrix (DZM), denoted GDf . The new sta-
tistical GDNk

f (dn, gm) matrix element yields the number of

intensity zones gm at a dn distance further to the Ec space
support border. This distance is the shortest Euclidean distance
between the flat zone and the shape border (see example of
Fig. 3).

2 2 2 4 4 4 4
2 1 1 4 4 1 1
3 1 2 2 2 1 4
3 4 4 1 2 1 4
3 4 4 4 3 3 4
2 2 2 3 3 3 1
1 1 4 4 4 1 1

Level
gm

Distance zone, dn
0 1 2 3

1
2
3
4

3 1 0 1
2 0 1 0
1 1 0 0
3 1 0 0

Level
gm

Size zone, sn
1 2 3 4 5 6

1
2
3
4

1 1 2 1 0 0
0 0 1 2 0 0
0 0 1 0 1 0
0 0 2 0 1 1

Fig. 3. Four gray levels texture example, where each flat zone is valued with
4-connectivity and distance to the border Ec (top left), with the resulting DZM
(top right) and SZM (bottom).

In practice, to accelerate the computation time, the distance
function is computed for the whole texture support space:

D(x, E) = inf{d(x,y), y ∈ Ec}

where d(x,y) is typically obtained using a discrete metric
approximation to the Euclidean distance (Chamfer or Monta-
nary). Then, for each region Rj [f ], the corresponding distance
value is obtained as its smallest value in the distance map:

dj = inf{D(z, E), z ∈ Rj [f ]}

Remarks:
• Generalize this matrix to construct a Multiple gray levels

Distance-to-border Zone Matrix G̃Df is obvious:

G̃Df (dn, gm) =

8∑
k=1

wkGDNk

f (dn, gm)

• The distance is the shortest Euclidean distance between
the shape flat zone and the border, but we can use a
variant using the distance from the flat zone barycenter
(more representative for a global approach) to the border,
in order to handle long or large flat zones which touch
the border.

• Flat zones sizes are not taking into account and we
can suppose that, in many applications, large zones are
more significant than small ones. Hence we can create a
weighted matrix in which GDf (dn, gm) yields the zones
sizes sum of intensity gm at a distance of dn from the
border.

VI. ORIENTATION LENGTH ZONE MATRIX

The SZM and DZM are statistical descriptors assuming
that the texture is composed of a randomized homogeneous
zones non periodic tiling, each one described by its intensity
value and its size/distance-to-border. This principle, which
is appropriate to describe intensity-dependent homogeneous
vs. heterogeneous textures [34], is not compatible with other
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structured textures kinds; in particular, with fibrous textures.
Let us consider the given microtubule network example in Fig.
4 (a), which is another studied case in Section VII. Similar
texture images can be found in other natural objects such as
wood, carbon, wool, all fibrous materials, etc. On the one
hand, we observe that the fiber intensity is not an important
feature. Fibers can mainly be described by their length, width
variation, orientation and tortuosity [36]. We assume here that
our fibrous textures are thin fibers randomized network of
limited width variation and low tortuosity. On the other hand,
the fibrous textures segmentation by flat zones is without
interest for construction of descriptors which characterize
fiber network morphological properties.

Hence we offer to use the Local Radon Transform (LRT), as
discussed in [37], to segment individual fibers. The LRT uses
an orientated Gaussian derivative kernel, rotated at different
angles and adapted via a maximization procedure to the
various texture directions (see Fig. 4). Other filtering oriented
techniques could have been used, but the LRT intrinsically
provides a fast (implementation using FFT) and robust (regu-
larization by the smallest Gaussian) result. Now, the connected
flat zones computation (two neighboring points belonging to
the same zone if they have the same dominant orientation
value) produces a network segmentation in J linear segments
which roughly represents each fiber Fj [f ], but which does
not cover the whole support space, i.e., ∪Jj=1Fj [f ] 6= E;
in addition, in the fibers crossing points, one orientation is
arbitrary favored over the others. We solved this last drawback
by considering separately the connected components of each
orientation and by reconnecting them with a small morpho-
logical closing: for each orientation, concerning fibers are
isolated and connected with an unitary oriented structuring
element. To improve the descriptor robustness, the regions
associated to very small fibers can be rejected. Once the
individual fibers segmentation is available, each fiber can
be described by its length lj (computed as its geodesic
diameter) and by its orientation θj (main axis orientation,
computed by PCA [38]). Using these two parameters, we
propose to characterize a fibrous texture f by a new statistical
matrix named the Orientation Length Zone Matrix (OLZM),
OLf (θn, lm), which yields the “fibers” number of orientation
θn and length lm. The OLZM rows number depends on the
orientation space discretization degree (which is selected in
the LRT computation) and the columns number equals to the
longest texture fiber.

Fig. 4. The original microtubule network (left); an enhanced network image
(with LRT) giving at each pixel x the image processed value with a kernel
orientated at angle θi which produces the maximal intensity (middle); an
orientation map gives at each x, the corresponding maximal response θi
represented by a different color label (right).

To deal with the rotation invariance problem, we propose the

following alternative solutions. If the texture f is a segmented
object, for instance a cell such as the ones in our case study,
each zone orientation is given with respect to the coordinates
system associated to the object main axis (computed by PCA).
If the texture f is not bounded in the image, the main axis
can be replaced by the texture full zone orientation average.

VII. APPLICATION TO CELL CLASSIFICATION

A. Cells pattern

In order to assert our advanced statistical matrices texture
description performances, we compare their results with the
ones obtained with the powerful morphological pattern spec-
trum (PS), providing a texture morphological multi-scale rep-
resentation. Pattern spectrum is based upon the granulometry
notion. A granulometry (resp. anti-granulometry) is an image
objects size distribution study [39], [40]. Formally, for the
discrete case, a granulometry (resp. anti-granulometry) is an
opening family Γ = (γBn

)n≥0 (resp. closings Φ = (ϕBn
)n≥0)

that depends on an integer positive parameter n (which ex-
presses a size factor). We remind that the f image opening
using the structuring element B of size n is obtained by con-
catenation: an erosion with Bn followed by a dilation with the
same structuring element [39], i.e., γBn

(f) = δBn
(εBn

(f)).
The closing is obtained by reversing the operators order, i.e.,
ϕBn

(f) = εBn
(δBn

(f)). The f image granulometric analysis
with respect to Γ consists in evaluating each opening of size
n with a measurement, typically the opened image integral,
i.e.,

∑
x∈E γBn

(f)(x)dx. The granulometric curve, or pattern
spectrum PS(f, n) [40] of f with respect to Γ and Φ, is
defined by the following normalized mapping:

PS(f, n) =
1∑

x∈E f(x)dx



∑
x∈E γBn

(f)(x)dx−∑
x∈E γBn+1

(f)(x)dx,
for n ≥ 0∑

x∈E ϕB|n|(f)(x)dx−∑
x∈E ϕB|n|−1

(f)(x)dx,
for n ≤ −1

The pattern spectrum value for each size n corresponds to
structures measurement of size n and is a probability density
function (i.e. a histogram): a peak or mode in PS at a given
scale n indicates the presence of many image structures of
this scale (or size). Granulometric size distributions can be
used as descriptors for texture classification. We use both
granulometry and anti-granulometry to characterize bright and
dark structures; that is, cell speckles in this application.

Tables I, II and III present results, on the ICPR 2012 HEp-
2 cells classification contest dataset, for both characterization
techniques families previously described, and for three classi-
fiers. For SZM, the gray levels image number is reduced to
64 (empirically estimated). For the PS, structuring elements
sizes are from n = 1 to n = 13 with a 2 size step, in order
to detect small to big speckles, where the structuring element
B is a discrete disk unit.

Considered separately, every technique is efficient (predic-
tions upper than 90%, except for the “centromere” class) for
logistic regression and quite perfect results for random forest
and neural network. However some rare mistakes remain. A
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COM RLM SZM MSZM PS
Centromere 81.38 85.67 88.88 84.41 92.69
Coarse speckles 93.87 97.38 98.2 95.42 91.91
Cytoplasmic 98.26 99.1 99.1 99.39 97.06
Fine speckles 88.2 85.41 97.56 90.75 90.75
Homogeneous 93.7 93.78 97.81 95.18 93.61
Nucleolar 90.47 91.6 93.46 92.41 92.08

TABLE I
CLASSIFICATION RESULTS (IN PERCENTAGE) WITH LOGISTIC REGRESSION

COM RLM SZM MSZM PS
Centromere 95.61 96.59 97.86 98.15 99.31
Coarse speckles 98.04 99.26 99.59 99.51 99.51
Cytoplasmic 99.17 99.77 100 100 100
Fine speckles 94.81 97.52 98.48 99.44 99.36
Homogeneous 96.93 97.37 98.42 98.86 98.04
Nucleolar 98.22 98.62 99.53 99.6 98.95

TABLE II
CLASSIFICATION RESULTS (IN PERCENTAGE) WITH RANDOM FOREST.

COM RLM SZM MSZM PS
Centromere 95.66 93.47 94.93 96.59 97.95
Coarse speckles 99.02 98.69 99.02 99.26 99.26
Cytoplasmic 99.7 99.32 99.85 99.85 99.85
Fine speckles 96.04 93.78 96.33 97.29 99.04
Homogeneous 97.9 93.17 97.9 97.99 98.25
Nucleolar 98.27 98.95 98.71 99.27 98.71

TABLE III
CLASSIFICATION RESULTS (IN PERCENTAGE) WITH NEURAL NETWORK.

systematic study revealed us that they are different following
to the characterization techniques and classifiers. Therefore
we considered a final weighted average probability, where
the weights correspond to the empirical predictions given on
the Tables. This classifiers combination improves our results,
leading to a perfect 100% prediction for all classes.

B. Cell division assays

The development of the present statistical texture descriptors
was motivated by an application in cell-based assays for
phenotypic screening, which consists in the use of multi-
parametric and high resolution imaging techniques to
characterize and select innovative compounds and/or protein
targets involved in cell division. More precisely, the aim is
to build a cell phase classifier by the DNA structure analysis
(using a nuclear chromatin marker) and the microtubule
network organization (using a cytoskeleton marker). We
disposed of the RAMIS dataset made with 317 cells which
were extensively annotated by experts. Annotation includes
the mitosis phase, with approximately 50 other labels
providing relevant information for phase classification. For
this experimental results part, logistic regression is considered
as classifier, with One Class Classifiers for each class, and
validation by Leave One Out (k-fold validation with k equals

to the number of instances).

Among all available labels, we here focus on:

1) DNA Texture Homogeneity, containing two classes Ho-
mogeneous and Heterogeneous. Fig. 5 shows that
MSZM provides comparable result than the best original
SZM. This property can be observed in Fig. 7 too for
radial distribution. Confidence intervals sizes are equal
and models probabilities are lower than 0.001.

Matrix Prediction Confidence Interval
PS 91.6 −

RLMf (sn, gm) 89.4 [87.6, 91, 2]
GS8f (sn, gm) 89.3 −
GS16f (sn, gm) 91.1 −
GS32f (sn, gm) 92.7 [89.9, 95.6]

GS64f (sn, gm) 91.6 −
G̃Sf (sn, gm) 92.7 [89.9, 95.6]

Fig. 5. Examples of homogeneous texture (left) vs. heterogeneous texture
(right) nuclei; and results of homogeneity classification (in percentage) using
second-order moments of GLZSM.

We can observe in Fig.6 the Receiver Operator Charac-
teristic curves (ROC, the true positive rate / sensitivity
is plotted in function of the false positive rate / 100-
Specificity for different cut-off points of a parameter)
and the Area Under ROC (AUR, the closer to 1 the bet-
ter), in order to estimate the results sensitivity/specificity.
The best SZM specific gray levels number obtains the
best area under curve, the MSZM has a comparable
result, even better than RLM one. Moreover the proba-
bilities distribution is better for SZM and MSZM than
RLM. MSZM has the best repartition close to the
extremities (so really few ambiguous cases), but SZM
has the strong errors lowest number (misclassified nuclei
with strong probability). These results demonstrate the
power and usefulness of such a multiple gray levels
version. Moreover, we have empirically observed that
MSZM has generally better or comparable results than
SZM. This can be observed in both table II and table
III.

2) DNA Masses Texture, which is the DNA “distribution”
and contains four classes (Beads, Slightly Condensed,
Condensed and Highly Condensed). Fig. 7 shows that
MDZM provides a better radial distribution description
than MSZM. However, there is an exception for class
“Beads”, which is composed of textures without radial
repartition (so random or homogeneous texture). Thus
MSZM is well adapted and provides better results.

3) Microtubules Network Organization, which contains
three classes (Well Organized, ReOrganized and Other).
Fig. 8 shows OLZM really satisfying results and this
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AUR = 0.9438 AUR = 0.9632 AUR = 0.9595
(a) (b) (c)

Fig. 6. The probabilities histograms and the area under roc curve (AUR),
given by each model: RLM (a), SZM (b) and MSZM (c). In dark blue the
nuclei with heterogeneous texture and the probability 1 (resp. 0) is on the right
(resp. left). The closer to 1 (resp. 0) the probability, the more heterogeneous
(resp. homogeneous) the texture.

(a) (b) (c) (d)
Matrix Beads Slightly Condensed Highly

RLMf (sn, gm) 85.6 85.3 82 88.1

G̃Sf (sn, gm) 91.3 88.1 89.75 92.2
GD8

f (dn, gm) 85.7 85.8 86.1 89.1

GD16
f (dn, gm) 88.1 87.6 90.75 95.3

GD32
f (dn, gm) 86.1 89 92 93

G̃Df (dn, gm) 89.75 89 91.9 95.05
CI [88.6, 94][86.8, 91.2][89.4, 94.4][93.5, 97.1]

Fig. 7. Nuclei examples with different textures (associated here to the
chromatin condensation): beads (a), slightly (b), condensed (c), highly (d);
classification results (in percentage) and best results confidence intervals.

is the first method proposed to figure out this problem.
However, these results are slightly lower than other
results presented in this paper, due to the organization
similarity among texture classes.

(a) (b) (c)
Matrix W O R O Other

ÕLf (dn, gm) 86.1 77.8 84.9
CI [83.6, 88.6] [74.4, 81.2] [81.8, 88]

Fig. 8. Examples of microtubule network normal/enhanced with different
organization: Well Organized WO (a) , ReOrganized RO (b), Other (c); the
results of classification (in percentage) and the confidence intervals CI.

VIII. CONCLUSION AND PERSPECTIVES

In this paper, the problem of cell characterization and
classification was addressed. More precisely, we focused on
specific and relevant parts of cell characterization particularly
difficult during mitosis. To figure out these problems, we
designed new advanced statistical matrices based on the Gray
Level Size Zone Matrix. First, a multiple gray levels version
which uses more information about the texture thanks to a
complete gray level decomposition. It provides at least com-
parable results to the best original SZM on both applications,
uses one less parameter, but requires more computations. In
addition, two new versions, which use radial distribution and
length/orientation of flat zones, in order to characterize specific
DNA and microtubules aspects. These matrices showed their
power and efficiency for quantitative cell analysis, and can be
applied to other specific problems of texture characterization.
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